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Figure 1: Example of removing (b), reproducing (c) and combining (e) aging effects from the source images (a)(d).

Abstract

Real objects present an enormous amount of detail, including ag-
ing effects. Artists need an intuitive control when they iteratively
review and redesign their work to achieve a specific aging effect
pattern but physically based and empirical simulations rarely pro-
vide an appropriate control. Our motivation comes from simplify-
ing the redesign step by providing appropriate tools. In our system
the user interactively identifies aging effects in a source image or
photograph. The user then designs a target aging mask present-
ing the wanted aging effects pattern. Our system then synthesizes
the output texture within a few seconds using a texture synthesis
approach adapted to aged object texture editing. Thus, the user can
quickly redesign the aging mask to achieve better results or test new
configurations.

CR Categories: I.3.3 [Computer Graphics]: Picture/Image Gen-
eration; I.3.7 [Computer Graphics]: Three-Dimensional Graphics
and Realism—Color, shading, shadowing, and texture

Keywords: realistic rendering, weathering, aging effects, blem-
ishes, deterioration, texture, texture synthesis

1 Introduction

Whether it is for a better immersion in a virtual reality environment,
for impressive special effects or for highly realistic video games,
computer graphics scenes need to present an increasing amount of
detail. In this quest for realistic image synthesis, many aspects have
to be considered such as weathering or aging of synthetic objects as
can be seen in Figure 1. The problem in adding aging effects is that
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there are many such effects and they need to be added on a multi-
tude of objects, making it difficult for production studios to keep up
with such a labor-intensive task. Thus, artists need to have tools to
semi-automatically add aging effects. One way to add such effects
is by using physically based simulation. Such simulation methods
often result in objects of impressive realism but at the cost of long
computation times and non-intuitive physical parameters that are
hard to understand for artists or non-specialists. Other methods take
an empirical approach to creating aging effects. Such methods are
often easier to control by artists but still require the artists to learn
how to control the different parameters. Furthermore, it is difficult
to control physically based simulations and empirical approaches
to create aging effects that match the desired shape and texture.

Artists often create synthetic objects in a review/redesign loop
where the results are reviewed (by the artist himself, a lead artist, an
artistic director, etc.) and the artist redesigns the synthetic objects
in an iterative manner. Artistic goals and constraints often require
the artist to modify the appearance of an object many times before
it is adequate. This would require changing parameters of a physi-
cally based simulation or an empirical method to hopefully get the
desired result. An easier control and tools closer to the ones used in
production studios are needed.

The traditional path to adding details to objects is through texture
mapping. An artist can find a photograph of an object aged in a way
similar to the wanted result. But still, as for physically based sim-
ulation and empirical approaches, the aging effects of the texture
often will not match the desired pattern. Thus, an artist has to man-
ually redesign the texture several times in a review/redesign loop.
This redesign of the texture is time-consuming since aging effects
often present patterns and textures that are non-trivial to reproduce
by hand (see Figures 1 and 11). Texture synthesis methods can be
used to ease the reproduction of the aging effects. Most texture
synthesis algorithms are amenable to hole-filling but many acceler-
ation methods are based on the particularity of using an L-shaped
context and filling the whole image in scan-line order. In the con-
text of hole-filling, this produces discontinuities on the boundary of
the region to fill.

Our approach is based on eliminating the need to learn aging meth-
ods with their parameters and adapting texture synthesis approaches
to the reproduction of aging effects. Photographs are used as input
to capture textures of the desired aging effects. The artist identifies



the aged and non-aged regions of the surface in a semi-automatic
interactive system. The artist can then change the location of the ag-
ing effects in the texture while the system fills in the missing aged
or non-aged texture regions with a texture synthesis approach. This
allows adding, modifying, and removing aging effects to achieve
the desired artistic effect. The system even allows the user to com-
bine aging effects from many images onto a separate image, as can
be seen in Figure 1. The redesign phase of the review/redesign loop
only requires that the artist edits a mask specifying where the tex-
ture should be aged/non-aged. This can be done by the artist in
a matter of a few minutes in an image editing tool. Finally, since
the system is interactive and results in a texture that can be used in
the traditional production pipeline, it is appropriate and efficient for
artists. The main contributions of our work can be summarized as
follows:

• A framework to reduce the amount of work needed in the re-
design iterations.

• An interactive system to identify features of the source image
and synthesize the novel aging texture.

• An adapted texture synthesis approach to take into account the
constraints of synthesizing aged and non-aged texture based
on the goals specified in a mask image.

• An efficient method to handle hole-filling texture synthesis
designed to reduce discontinuities and preserve transitions be-
tween aged and non-aged regions.

• A process to transfer many aging effects from different images
onto a seperate image.

2 Previous Work

Our work is in the area of aging effects reproduction and simulation
but also has tight links to texture synthesis. This section thus first
presents an overview of aging methods with a selection of repre-
sentative works. It then describes image based aging methods and
it concludes with a survey of relevant texture synthesis methods.

2.1 Aging Methods

As stated in the previous section, there are two major approaches to
adding aging effects to virtual objects: physically based simulation
and empirical approaches. Physically based methods have been de-
veloped to address various effects such as deterioration caused by
rain and other such flow of water on objects [Dorsey and Hanrahan
2000], weathering of stones [Dorsey and Hanrahan 2000], corro-
sion of metal [Merillou et al. 2001], and fracture of objects [O’Brien
et al. 2002]. These approaches often result in highly realistic re-
sults but require lengthy calculations, require the user to enter non-
intuitive physical parameters, and do not provide the artistic con-
trol required by production studio environments. Like physically
based methods, many empirical methods have been developed to
address effects such as “stain-bleeding” [Chen et al. 2005], surface
cracks [Gobron and Chiba 2001], and peeling of paint [Paquette
et al. 2002]. These methods usually provide more intuitive param-
eters but do not necessarily allow the kind of control required by
artists. It is like trying to fracture an object in a very specific pattern
by trial and error. Even for someone who has a good understand-
ing of the underlying process, it is difficult to achieve the wanted
pattern.

Furthermore, physically based as well as empirical methods typi-
cally target a single aging effect. Few works address the need to
add many aging effects at the same time. The method of Wong

et al. [1997] uses geometric properties of the surface and user de-
fined aging sources to determine the regions where the object will
be more or less deteriorated. They present results with dust, peel-
ing and patinas. The main problem of this method is controlling the
shape and location of the aging effects. The user only has an indi-
rect control of where the aging effect occurs through aging sources
that are used to compute a probability on the surface of the object.
Cutler et al. [2002] present a general framework where not only the
surface is aged, but the interior of the object is modeled and deteri-
orated. By combining aging effects such as fractures, dirt and ero-
sion while aging the surface and the interior of objects, they show
results of an increased level of detail and realism. Nevertheless, the
control over the shape, size, and location of the aging effects is even
more difficult than in the work of Wong et al.

2.2 Image Based Aging Methods

Recently, approaches using image capture have been proposed. Gu
et al. [2006] capture a 7D Time Space Variant BRDF using a so-
phisticated dome composed of 16 cameras and 150 light sources.
With this setup, they are able to capture both the texture, reflection,
and time-varying aspects of the material. Then, through a factor-
ization, the appearance and time-varying aspects are separated so
that novel patterns can be synthesized. Wang et al. [2006] capture
the appearance of an aging effect at a single point in time and in-
fer the evolution of the aging effect from more to less aged regions
in the captured data. From that, they separate the time variant and
texture data in order to synthesize new weathered textures and also
evolve these textures through time in a manner coherent with the
captured data. These two works are close to ours. They generate a
sequence of textures representing the aging effect evolving through
time while we generate textures that are fixed in time. Another main
difference is the simplicity of our capture process: a single pho-
tograph of the aging effect compared to high dimensional BRDF
acquisition. Finally, we do not rely on a phenomenon that evolves
rapidly (as the method of Gu et al.) or an evolving phenomenon
forming an appearance manifold (as the method of Wang et al.).
The appearance manifold eases the automatic segmentation of the
degree of aging of the object but cannot handle aging effects such
as shoe marks or graffitis that our method handles (see Figure 11).
The capture process in the dome setup is also impractical for such
effects.

2.3 Texture Synthesis

Our approach uses the texture synthesis method of Efros and Le-
ung [1999]. In their work, they present texture synthesis based on
finding the best match of a texture window context between the
synthesis texture and the input texture. Even though simple, this
texture synthesis approach is quite effective. Our technique is not
limited to this texture synthesis approach as we use an improved
search method [Arya et al. 1998] and we could benefit from the
improved synthesis quality and reduced computation times of other
texture synthesis approaches such as the method of Lefebvre and
Hoppe [2006] or the method of Liang et al. [2001].

Some texture synthesis approaches allow for some control over the
resulting texture. Improving from the base texture synthesis ap-
proach, Image Quilting [Efros and Freeman 2001] allows texture
transfer by reproducing image intensity of an input image using
the texture of another image. Brooks and Dodgson [2002] globally
edit the texture features, allowing global modification with mini-
mal user interaction but not providing the local control needed in
our application. In the method of Ashikhmin [2001], the user can
quickly draw the high level appearance of the texture and the sys-
tem bases its patch based synthesis on this information. One major



difficulty of this approach is that it relies on a high frequency irreg-
ular texture to hide seams between patches of the input image that
are copied to the output texture. This is not practical in our aging
context where the texture of either the aged or non-aged surface can
be regular or low frequency. The graphcut approach of Kwatra et
al. [2003] reduces the problem of the seams, but requires the user to
manually place input texture patches, which is time-consuming and
would be part of every redesign iteration. As in our application, ob-
ject based image editing [Barrett and Cheney 2002] requires rapid
feedback and uses texture synthesis to fill the background behind
objects. However, the notion of object is not needed in our applica-
tion while fine control is needed to specify the aging pattern of the
resulting texture.

The texture synthesis approach closest to ours is the Image Analo-
gies framework of Hertzmann et al. [2001]. The “Texture-by-
numbers” and “Interactive editing” applications of Image Analo-
gies are similar to our texture synthesis approach. The main differ-
ence is that we use a hole-filling approach with various shapes of
neighbourhoods that allows the system to synthesize only specific
regions of the output image and to resolve the problem of discon-
tinuities caused by the L-shaped windows (see Section 3.2). Also,
the hole-filling approach reduces the computation times and is more
accurate than the “Interactive editing” which is based on coherence
based search. Finally our approach is dedicated to reproducing ag-
ing effects and should be considered as a specialization and an ex-
tension of Image Analogies.

Our proposed method distinguishes itself from previous work since
it provides an effective system specifically for editing of aged ob-
ject textures; it does not rely on simulation or empirical aging ap-
proaches; it needs only a photograph or image of the effect; it can
combine many aging effects from different images onto a seper-
ate image; it focuses on reducing the time needed in each redesign
phase; and its texture synthesis approach is efficient and produces
good results in the context of aged object textures.

3 Aged Texture Automated Editing

The goal of our method is to edit aging effects. To do this, the
system uses a source image (a photograph or any other image) that
contains aging effects and a target aging mask. The mask is a binary
image representing the pattern of the desired aging effects. The user
can create the target aging mask in the image editing software of is
choice or directly in our interactive application. The result of the
aging editing process is the reproduction image: the source image
without the initial aging effects not identified in the target aging
mask and with new aging effects identified in the target aging mask.
This process is summarized in Figure 2 and in the video sequence1

provided with this paper.

Editing the aging effects is done in two phases: elimination and re-
production (see Figure 3). Our system divides the process such that
only the reproduction phase is done every review/redesign iteration.
The elimination first removes the aging effects. For the system to
eliminate aging effects from the source image, it must know which
regions contain the aging effects. These regions can be interactively
identified in our system by standard image processing segmentation
methods. This step results in the creation of a binary image called
the source aging mask. With the source image and its aging mask,
the system is able to eliminate all the aging effects. The result of
this elimination phase is the elimination image: the source image
without the aging effects identified in the source aging mask. Then,
in the second part, the system reproduces novel aging effects. To

1The video can be found here:
http://profs.logti.etsmtl.ca/paquette/Research/Papers/Clement.2007/
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Figure 2: Overview of the aging editing process.

reproduce the aging effects, the system needs to know the regions
in which to add the aging effects. The user specifies these regions
with the target aging mask. Starting with the elimination image and
considering the aging effects pattern of the target aging mask, the
system reproduces the aging effects found in the source image and
identified by the source aging mask resulting in the reproduction
image. To do that, the system uses a hole-filling approach that pro-
duces more realistic aging effect boundaries than standard scan-line
approaches.
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Figure 3: Overview of the elimination and reproduction.



3.1 Interactive Segmentation Phase

The interactive segmentation phase identifies the aged regions of
the source image and creates the source aging mask. Like explained
in the overview section, the interactive segmentation phase is im-
portant; the quality of the results directly depends on the precision
of the source aging mask. If the source aging mask does not contain
all of the aging effects, the elimination phase will leave unwanted
aging effects.

The identification of the aged regions using a binary mask could be
done outside of our system using segmentation tools or an image
editing software. Nevertheless, we preferred to integrate segmen-
tation tools in our system since it is much easier for the user. The
next paragraphs explain the segmentation techniques offered by the
system and concludes with insights on which approach proved to
be the most efficient for the user.

To create the source aging mask, the system allows the user to seg-
ment the aged regions of the source image with many segmentation
methods. Moreover, the user can combine different segmentation
methods with logical operators such as union, difference and inter-
section. When required, the user can manually edit the source aging
mask directly in our system by using a paint brush and an eraser.
Our implementation provides four distinct segmentation methods:
grayscale threshold, color threshold (both HSV and RGB) and an
energy minimization method. Also, the user can apply morpholog-
ical operators like erosion and dilation to change the source aging
mask. Other methods can simply be added if needed to ease the
segmentation phase.

However, the most used method is the energy minimization method.
The energy minimization method offered by the system is an easy
to use stroke-based technique inspired by the work of Lischinski
et al. [2006] used to rapidly identify a specific region in an im-
age. With this technique, the user paints strokes on the aging ef-
fects and the system automatically computes the segmentation of
the corresponding regions. The method assigns to every pixel a
label (aged or non-aged) that minimizes an energy function. The
system uses the graphcut optimization approach and software of
Boykov et al. [2001] to compute the minimization. Refer to their
paper for a detailed description of this approach. In our system we
redefined the data cost and the smooth cost in order to use the tech-
nique with image segmentation. For the smooth cost, a Canny edge
detection is computed and the cost is proportional to the number
of edge pixels in the 8-neighbor around the pixel. This favors dis-
continuities in the labeling along edges. The data cost is the small-
est difference of color between the pixel color and the pixels color
identified by the user stroke. This favors color similarities with the
stroked pixels in the labeling.

3.2 Elimination Phase

The system uses the output of the segmentation phase to identify
and eliminate aging effects present in the source image. To do
this, a Markov Random Field texture synthesis technique was devel-
oped, inspired by works of Efros and Leung [1999] and Hertzmann
et al. [2001]. The system performs constrained texture synthesis
from the non-aged pixels to replace the aged regions identified in
the source aging mask. The result of this is the elimination image:
the source image modified such that it contains only non-aged pix-
els. This section presents the Efros and Leung algorithm [1999],
adapted to the interactive aging editing context. The elimination
phase is summarized in Algorithm 1.

The outer loop of the algorithm implements a hole-filling approach
that allows our system to synthesize only portions of the image.

Input: Source Image, Source Aging Mask
Elimination Image← Source Image
Region To Fill← GetRegionToFill (Source Aging Mask)
U← GetUnfilledBoundaryPixels (Region To Fill)
while Region To Fill is not empty do

foreach pixel P in U do
R← FindBestNon-AgedMatch (P, Source Image,
Source Aging Mask)
Elimination Image (P)← Source Image (R)
Region To Fill (P)← Filled

end
U← GetUnfilledBoundaryPixels (Region To Fill)

end
return Elimination Image

Algorithm 1: Pseudo-code of the elimination phase.

Since the replacement pixel will be found based on the color infor-
mation of the non-aged pixels, the algorithm must start with the pix-
els that have some non-aged pixels in their neighbourhood. Thus,
the system will first process the boundary of the aged region as
shown in Figure 4 (Unfilled boundary). After the boundary pixels
have been processed, the algorithm identifies the new boundary and
fills it. The system repeats the process until every pixel is replaced.

Region to fill 
Before 

Region to fill 
After Unfilled boundary 

Aged pixels 

Non-aged pixels 

Unfilled 
boundary pixels 

Elimination 
image N 

Elimination 
image N+1 

Figure 4: An iteration of the hole-filling approach.

From the aged region of iteration N, each unfilled boundary pixel is
replaced with an approximation of the best match in the non-aged
pixels of the source image. An approximation of the best match
is used to reach interactivity. The search is done using the ANN
library developed by Arya et al. [1998]. This library implements
an approximate nearest neighbour searching algorithm based on a
kd-tree structure. These search structures are initialized before the
system begins the elimination iterations. To find the best matches,
the library computes a L2 norm on a set of features specified when
initializing the search structures. Our system uses a feature vector
composed of the RGB components of the non-aged pixels of the
neighborhood. The size of the feature vector depends on the size of
the window around pixel P with which the user wants the system
to search for best matches. Thus, the system seeks a replacement



pixel that minimizes the following L2 norm:∑
i,j∈W

D(i, j)

D(i, j) = [Sw(i, j)−Rw(i, j)]2

Where W represents the window shape, Sw the window over the
current pixel in the elimination image and Rw the window over the
possible replacement pixel in the source image.

The standard scan-line method using an L-shaped window [Efros
and Leung 1999; Hertzmann et al. 2001] is not effective in combi-
nation with the hole-filling approach described earlier. Inevitably,
it leads to discontinuities at the bottom right contours of the filled
region since the replacement pixels are always synthesized in ac-
cordance with the top left color context as shown in Figure 5. The
hole-filling algorithm of Bertalmio et al. [2000] minimizes such
discontinuities but is not suitable to our application since the tex-
ture is not properly reproduced.

Scan-line Hole-filling 

Figure 5: The scan-line approach and the resulting discontinuities
compared to the hole-filling approach.

An exhaustive search would allow the system to use a variable con-
text window shape for each pixel of the region. However, process-
ing times required by such an exhaustive search are far from being
interactive. To solve this issue, the system pre-processes a series of
ANN search structures for different window shapes. Thus, replace-
ment pixels are synthesized using different window shapes, depend-
ing on their non-aged context, as shown in Figure 6. While these

Window distribution 
Top left square 

Top right square 

Bottom left square 

Bottom right square 

Figure 6: Window distribution used to select the replacement pixels
in the identified region.

windows contain fewer pixels than the standard L-shaped window,
they significantly reduce the discontinuities caused by the standard
scan-line approach (see Figure 5). Also note that each of these win-
dows overlaps with two others, reducing possible discontinuities as
well. When synthesizing pixel P, the algorithm tries to find a win-
dow where all of the elimination image pixels are non-aged. In the
examples presented in this paper, such a window exists more than
70% of the time. However, if all windows contain at least one aged
pixel, pixel P will not be filled during the current iteration. Such
problematic pixels will be filled a few iterations later, when their
neighbors are synthesized with non-aged pixels.

3.3 Reproduction Phase

The algorithm used to reproduce aging effects is a variation of the
elimination algorithm. The elimination image resulting from the
previous phase is now modified to add the desired aging effects.
The regions in which to reproduce these effects are specified by the
user in a binary image: the target aging mask. A similar iteration-
based hole-filling technique is used to replace the pixels specified
by the target aging mask with one of the best matches from the
source image. The major difference is that the algorithm now con-
siders both aged and non-aged context pixels. Also, a new set of
features is added to the search structures to consider the aged/non-
aged context from the target aging mask. When looking for the best
matches, the algorithm tries to fit the color information context of
the pixel and its aged/non-aged context (see Figure 7).
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Figure 7: A visual representation of the new set of features.

The L2 norm now seeks a replacement pixel with:

D(i, j) = (1− α) [Sw(i, j)−Rw(i, j)]2

+α [Sm(i, j)−Rm(i, j)]2 (1)

Where Sm represents the window over the source aging mask, Rm

the window over the target aging mask, and α the aging constraint
parameter.

The balance between the two terms of Equation 1 is achieved
with the aging parameter α. High values of α favor matching the
aged/non-aged context while low values of α favor matching the
color context. Most of the results have been synthesized using a
50/50 blend (α = 0.5). This new set of features allows the reproduc-
tion process to consider internal patterns within the aged regions.

In addition, the reproduction phase allows the user to combine sev-
eral aging effects from different source images. Indeed, by perform-
ing multiple reproduction steps while providing different source im-
ages and their corresponding source aging masks, it is possible to
merge effects from an image to another (see Figure 1 and 8). This
feature is achievable since the hole-filling algorithm allows the sys-
tem to synthesize only specific regions of the output image. Also,
the reproduction phase is not forced to start from the elimination
image. Consequently, the reproduction image can be iteratively
constructed from different parts of multiple source images. How-
ever, to achieve good results, the transition between the aged and
the non-aged regions must be consistent with both images.
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Figure 8: An example of combining aging effects from different
images.

4 Results

The results presented in Figure 11 and in the video sequence pro-
vided with the paper highlight the versatility of the approach. Both
the elimination and the reproduction images are realistic for a wide
range of surfaces and aging effects. Indeed, the algorithm worked
efficiently for repeated textures such as ceramic materials and for
stochastic textures such as concrete and marble. The results ob-
tained during the segmentation phase are also convincing. Most
of the time, the stroke-based technique used with the energy min-
imization algorithm produces an excellent segmentation with min-
imal interaction of the user. Any misidentified regions can be
quickly corrected manually by painting or erasing the pixels with
a brush tool integrated in the system. We also used simple thresh-
old methods for the examples that contain highly contrasting aging
effects. The segmentation phase rarely took more than 3 minutes.

The images presented in Figure 9 show that our approach is flexible
and works on a wide range of target aging mask patterns. Indeed,
from the source image, it is possible to eliminate and reproduce
aged regions of various shapes. Note that the system is also able to
handle overlapping source and target aging masks. It is also possi-
ble to synthesize aged regions that follow a text pattern.

4.1 Efficiency

Figure 10 presents a summary of the time required to produce the
images found in this paper. The colored bars present the average
time needed for a specific operation while the black lines show the
data dispersion.

The total time the user spends interacting with the system is on the
order of a few minutes: one to six minutes to create the source
aging mask and then one to four minutes on each redesign itera-
tion to modify the target aging mask. The time required for system
computation is relatively insignificant: 4 to 65 seconds to process
the elimination image and then less than a second on each redesign
iteration to process the reproduction image. Note that the video se-
quence provided with this paper shows the detailed performance for
each image. These computation times are for a PC with a 3.2GHz
CPU and 3GB of RAM.

4.2 Limitations of Our Approach

Even if the developed system synthesizes realistic results, a few
restrictions still apply. First, the technique presented in this paper
is only able to process aging effects that act on the surfaces of the
objects. Consequently, aging effects that modify the geometry of
the object (e.g. fracture, deformation) are not considered.

Also, the approach forces the studied surface to be binary-divided
into aged or non-aged regions. Thus, the effects cannot be gradu-
ated from slightly aged to highly aged. This implies that the pho-
tograph containing the aging effects must be taken at the desired
stage of deterioration.

Finally, care must be taken with respect to the photograph and the
synthetic object lighting. Like in other camera-based texture ac-
quisition processes, the user must carefully take into account the
lighting from the capture to avoid problems with specular effects.
Thus, the flash should often be disabled. Also, to avoid problems
related to distortions of the texture, photographs of flat objects are
often preferred.

Figure 9: The system is able to eliminate and reproduce a wide
range of patterns.
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Figure 10: Time required for each operation of the process.



5 Conclusion

We presented a framework to reduce the amount of work needed
in the redesign iterations when producing realistic objects with ag-
ing effects. It uses an interactive system integrating segmentation
methods to identify aged regions of the source image. An adapted
texture synthesis algorithm for removing and adding surface ag-
ing effects was developped. This algorithm takes into account the
constraints of synthesizing aged and non-aged texture based on the
goals specified in the target aging mask and based on the regions
identified in the source aging mask.

During the redesign iterations, the system requires interaction times
of one to four minutes followed by computations of only a few sec-
onds. As shown in the examples, the system provides intuitive con-
trol over and produces convincing results for a wide range of aging
effects and materials.

Such a method is appropriate for artists since it enables easy and
rapid capture and editing. Compared to the physically based and
empirical methods, our method has few parameters to adjust and
minimal training is required to produce textures of a large variety
of aging effects. Its characteristics match well with the current pro-
duction pipeline. It should provide valuable help to production stu-
dios by providing an intuitive tool to edit aging effects. Thus, time
required to produce aged objects should be considerably reduced
and their realism significantly improved.

5.1 Future Work

The current system relies on the user to provide the target aging
mask. It should be extended such that it could also synthesize the
target aging mask. This would be helpful when editing effects such
as scratches. Such effects present numerous regions of a particular
shape which would be time-consuming to draw manually.

A difficult case to handle is multiple and combined effects where
dirt could be applied on top of rust. This would require a new ap-
proach to identify the regions and effects so that it remains easy
and fast to specify the target aging mask. Along the same lines,
continuous variation of the aging effect cannot be represented with
our binary masks. The appearance manifold approach of Wang et
al. [2006] could be added to the segmentation tools to provide a
continuous variation identification of the aging effects.
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Figure 11: Source images and results of our method for various materials, aging effects, and aging patterns.


