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1 Implementations

The network Φ in our compact latent learning stage consists of the encoder, the
processor, the mesh convolution network, and the decoder with the learnable
blend shapes.

The encoder and processor are constructed similarly to those in HOOD [1].
The encoder, which has six MLPs, encodes input vertex and edge features into
latent features. These input features include garment and body vertex feature
vectors, garment edge feature vectors, edge feature vectors from three coarsened
graphs of the garment, and features for edges connecting body and garment
vertices by their proximity. The processor consists of 15 message-passing steps,
each of which includes an MLP for latent vertex features and MLPs for latent
edge features. The processor includes two down sampling blocks and two up
sampling blocks for its hierarchical message passing. Each MLP in the encoder
and processor comprises three linear layers and one normalization layer at the
end. The linear layers convert the size of input features into 128, with ReLU
activation applied to the outputs of the first two linear layers.

Our mesh convolution network consists of four blocks. Each block contains a
convolution layer and a residual layer, denoted as a combination of vcDownConv
and vdDownRes, according to Zhou et al. [4]. These blocks require graph sam-
pling information to perform down-samplings with the convolution and residual
methods. We selected remaining vertices for the graph sampling information of
each garment in the training dataset, using a stride of two and a vertex ring
size of two for each down-sampling operation. The number of remaining vertices
after the four blocks for each garment normally ranges from 80 to 300. The first
three blocks convert input features of 128 dimension into features of 256, 512,
and 1024 dimensions, respectively. The last block converts the feature dimension
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of 1024 into a final dimension size where the product of the number of remaining
vertices and the final feature dimension is around 2048. Therefore, the dimension
L of a latent vector Z is around 2048, depending on the number of the remain-
ing vertices. We used 32 weight bases for each block. Unlike the ELU activation
function adopted by Zhou et al. [4], we use the ReLU activation function in our
mesh convolution network.

The decoder has an MLP with 3 linear layers, converting the dimension of
an input latent vector into 1024, 512, and 512, with ReLU activation applied
after each layer. The number D of elements in the array of the learnable blend
shapes matrices D is accordingly 512.

Our latent predictor has an MLP with three linear layers, converting the
input features into dimensions of 1024, 1024, and the latent vector size L, re-
spectively. We use ReLU activation for the outputs of the first two layers.

2 Sequence List for Training

We take pose sequences from the AMASS dataset [2] and adopt the sequence
list from the VTO dataset [3]. However, there are unavailable sequences for us
in the sequence list from VTO dataset. We replace the unavailable sequences
(104_17, 104_04, 104_53, 104_54, 144_30, 26_11, 104_11) with the other se-
quences in similar pose categories (105_36, 111_23, 127_04, 127_20, 144_32,
26_10, 105_11).
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