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Abstract. Context-aware applications are intended to facilitate the adaptation of services in a pervasive computing system. The
semantic similarity between contexts and the application of a semantic similarity measure as a mechanism for service adaptation
are topics that have yet to be thoroughly explored in the literature. This study measured semantic similarities between quantitative
contextual and categorical variables in the field of pervasive computing. The measure was applied to a current context and to
several reference contexts, which were predefined based on a contextual data set. Built on the overlap measure because of its
simplicity, the proposed weighted method is easy to implement and can be used to evaluate the actual weight of each contextual
variable.
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1. Introduction

Pervasive computing, also known as ubiquitous
computing, is based on an idea introduced by Mark
Weiser: “The most profound technologies are those
that disappear. They weave themselves into the fab-
ric of everyday life until they are indistinguishable
from it”. Through this concept, computing becomes
part of a user’s general environment, extending be-
yond personal computing to exploit the full potential of
computing and communication technologies, to clas-
sify complex human behavior, and to react to it in a
context-specific way [2]. Thus pervasive computing
refers to the full extent of accessibility supplied by
an omnipresent computing power that is continuously
available to a user, allowing him or her to access a cer-
tain application, service, or document, etc., at any time
and at any moment [22].

The ultimate objective of such an environment con-
sists in providing appropriate services to a user in a
transparent fashion. This goal is achieved by using a
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dynamic adaptation process in which services are pro-
vided to a user on an individual basis, either reactively
in response to a change in the current context or proac-
tively by predicting a change and adapting accordingly
[29], or by using explicit and implicit inputs in con-
junction with the context in which these inputs are ac-
quired [22]. By using the environment and the user
profile as a source of information, a pervasive comput-
ing system is able to adapt services dynamically in ac-
cordance with a specific purpose [33].

Several types of mechanisms exist: 1) Rule-based
adaptation is a dynamic adaptation mechanism for ser-
vices that consists in writing a set of logical rules that
determine the triggering of a service in a given context.
2) Machine learning adaptation is a dynamic adapta-
tion process for services that detects contextual infor-
mation. The user-driven selection of appropriate ser-
vices is then based on some type of learning mecha-
nism. 3) Data mining adaptation is a method that con-
sists in exploring current context data to detect known
situations or tendencies in order to provide appropriate
services to the user. 4) Comparison-based adaptation
consists in comparing conditions linked to the imple-
mentation of a service with current context data [3].
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Each mechanism has its own advantages and disadvan-
tages as well as a particular application domain. Based
on the available literature, adaptation mechanisms in-
corporating a comparison of semantic similarities have
rarely been tested for the dynamic adaptation of ser-
vices in a pervasive computing system.

In pervasive computing, in which the notion of con-
text is very important, the similarity measure serves as
a tool to evaluate similarities between instances of a
context, which makes it possible to provide the user
with the most appropriate services. Various types of
similarity measure – depending on the context model
and on the representation of the objects that describe
this context – have been proposed in the literature
[16,30]. The similarity measure between quantifiable
objects (simple objects, vectors, or probability distri-
butions), such as temperature or geographic coordi-
nates, is evaluated by measuring the distance; a vec-
tor space is used. Semantic similarity measures are ap-
plied for categorical variables (non-quantifiable), such
as user activity or user mood.

Our method is based on the concept of case-based
reasoning (CBR) [18,20]. In CBR, past experiences
(reference contexts) are stored and subsequently com-
pared with a currently experienced situation (current
context) by using semantic similarity measures in or-
der to select the most similar experience (context) and
to provide the user with the corresponding services.

The paper is organized as follows. Section 2 presents
related researches and highlights the novelty of our
work. Section 3 introduces the notion of context in
pervasive computing. Section 4 provides the definition
of the reference context and discusses the selection
criteria. Section 5 introduces the proposed weighting
method for categorical variables. Section 6 provides a
case study that serves to evaluate the proposed mea-
sure. Conclusions are presented in Section 7.

2. Related work

Semantic similarity measures are used in various
fields with different types of applications. In pervasive
computing, the application of these measures is con-
nected to the concept of “context” and its impact on
the adaptation of services provided to the user.

Several studies have applied these measures to ser-
vice recommendation systems [23] in which context
is represented by the user’s profile-related preferences.
By including context and allocating a weight to the
relationship between concepts, Ning and O’Sullivan
[26] developed a similarity measure for the ontological

concepts described by Ganesan et al. [13]. Similarly,
Miraoui et al. [25] measured the similarity between a
known context and a current context for the adaptation
of mobile phone incoming call indications.

Mention should also be given to applications of sim-
ilarity measures in other domains that may be of in-
terest to the field of pervasive computing; such appli-
cations include data clustering/mining [1,11] as well
as research by Slimani et al. [34], who improved on
the previous semantic similarity measure of Wu and
Palmer [38] by taking into account the context of the
measure.

A pervasive computing system is designed to pro-
vide services to a user by minimizing the user’s direct
involvement. The few existing studies that have ap-
plied semantic similarity measures have each provided
a particular definition of the context and its specific
purpose. Examples include Kirsch-Pinheiro et al. [17],
who proposed a dynamic adaptation of services to
solve the problem of incomplete information occurring
for a selection process of adequate services in a par-
ticular context. Benazzouz [3] used the same type of
similarity measure to cluster data in order to determine
the specific situations that trigger a particular service.

A simple semantic similarity measure (overlap mea-
sure) was used for the present study. The proposed
weighting method for contextual categorical variables
aims to provide appropriate services to a user by defin-
ing a set of reference contexts (see Section 4) based
on the user’s location. We introduce the method for
weighting contextual categorical variables with this
similarity measure, followed by a comparison of our
approach with other, better known methods, which we
found to be more suitable in our case. The data col-
lected in the current context were compared with data
for each reference context, and the semantic similar-
ity measure was then applied to categorical data types.
This model allows the comparison of individual con-
cepts (categorical-type variables) unrelated to a taxo-
nomic or ontological structure, which in turn avoids
design problems.

However, the model’s main difficulty lies in deter-
mining the weighting parameters of the concepts to be
compared. Although several authors have previously
published work on weighting categorical variables –
for example, Smirnov [35], Gambaryan [12], and oth-
ers in [4] – the weighting methods used in these studies
fail to take into account the contribution of each con-
textual categorical variable concerning the calculation
of the semantic similarity measure between two data
sets (contexts).
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To mitigate some of these shortcomings, we pro-
pose a weighting method that assumes that the weight
of a characteristic is dependent on how frequently this
characteristic occurs for the categorical variables that
are compared for each reference context. A large num-
ber of occurrences of a particular characteristic in dif-
ferent reference contexts indicated that it weakly char-
acterized these reference contexts and was not specific
to a single reference context, as shown in Section 5.

3. Context in pervasive computing

The dictionary defines context as “the set of circum-
stances or facts that surround an event or a particular
situation.” It can nevertheless be shown that this seem-
ingly generic definition contains the essence of the def-
inition of context proposed in most professional do-
mains. Before the term context can be defined, its char-
acteristics should be stated precisely.

The general characteristics of “context” described in
[10,15,28] can be summarized as follows:

1. There is no context without “context”: the no-
tion of context must be determined according
to a purpose. For example, context dynamically
adapts to the interactive capacity of a system.

2. A context is an information space used for inter-
pretation: capturing the context is not an end unto
itself, but rather the collected data must serve a
purpose.

3. A context is an information space shared by sev-
eral actors: in the proposed case, the user and the
system.

4. A context is an infinite and scalable informa-
tion space: context is not fixed permanently; it
evolves over time.

5. It may be difficult to determine the information
needed to infer a contextual state. The relevance
of any information is highly dependent on the
particular situation.

6. Context and activity are separable. The context
as a set of features can be encoded and made
available to a software system together with an
encoding of the activity itself.

Two key features emerge from these common char-
acteristics: 1) the dynamic nature of the context and
2) its purpose.

The following definitions of context focus on these
two aspects. Brezillon and Pomerol defined two con-
cepts related to context [5]: First, a set of contextual
data (e.g., time, location) can be used in a decision-

making problem; knowledge gained in this way is la-
tent and cannot be used without an objective. Sec-
ond, context is the product of an emerging objective
or intention and requires a large amount of contextual
knowledge.

Dalmau et al. [7] showed that the objective of defin-
ing the context in pervasive computing is to enable a
context-aware application to discover and react to sit-
uational changes. Schilit et al. [31] considered context
to have three important aspects in response to the fol-
lowing questions: Where are you? Who is with you?
What resources are available nearby?

The authors thus categorized context according to
six factors. The first three factors relate to the human
component, namely information concerning the user
(e.g., clothing, biophysical conditions), the social en-
vironment (e.g., proximity to other people), and the
tasks of the user (e.g. smart tasks of the user). The re-
maining three factors relate to the physical environ-
ment, namely location, infrastructure (e.g., resources,
communication), and environmental conditions (e.g.,
noise, light and climatic conditions).

Dey, whose definition is cited most frequently, de-
fines context as “any information that can be used to
characterize the situation of an entity (person, object,
or physical computing” [9]. This definition clearly re-
sembles that of Schilit et al. because context is con-
sidered as a data set collected from a user environ-
ment (person), physical environment (physical object),
or system environment. The characterization of these
environments is the purpose of data collection.

Brezillon and Pomerol subsequently provided the
following definition: “Context is what does not inter-
vene directly in the resolution of a problem but com-
pels its resolution” [5]. This rather generalized defini-
tion does not specify the nature of what may compel
(constrain) the resolution of a problem.

Miraoui and Tadj [24] proposed a service-oriented
definition of context according to which relevant in-
formation is used to provide appropriate services to a
user. This definition, however, includes only the ex-
pectations of the user and has many varied applica-
tions, because context is defined as any information for
which a change in value triggers a service or alters the
quality (form) of a service.

Benazzouz [3] categorized the sources of contex-
tual information: user preferences, behavioral history,
physical environment (i.e., ambient temperature, geo-
graphical location), as well as the system environment
(i.e., applications and networks in which the system
functions).



AUTHOR  C
OPY

700 D. Guessoum et al. / A measure of semantic similarity between a reference context and a current context

Table 1

Context types, variables, and attributes

Context type Variable Attribute

Spatio-Temporal Space Type (TP) covered, open

Coordinates (CD) ltm, lgm, alm (latitude, longitude, altitude)

Time Day (D) weekday, public holiday, weekend, vacation

Hour (H) 5 p.m. < H < 7 a.m.
7 a.m. < H < 5 p.m.

User Mobility (MB) sleeping, walking, running, sitting, standing

Environmental Temperature (T) cold, warm, hot

Surroundings (N) alone, w/friend(s), w/family, unknown

Noise level (NS) silent, quiet, noisy

Light level (Lm) dark, dim, bright

System Internet access (CI) Cable, Wi-Fi, 3G

Contextual variables are selected according to the
purpose of the application. This study therefore used
contextual information that could be collected with
mobile equipment (smartphones) and that could be
used to determine the specific location of a user.

Table 1 provides a general classification of contex-
tual information based on work by Lavirotte et al. [19]
and cited in various other sources [21,27,32,37,40].
This classification was adopted throughout the present
paper because of its simplicity and comprehensive-
ness. The selection was restricted to information rel-
evant to the initial objective of providing appropriate
services to a user in a pervasive computing system.

4. The reference context

A reference context is a context described by prede-
fined contextual information (environmental, user, or
system) including the services to be provided to the
user or system. In this study, several reference contexts
were defined for a particular device (smartphone) to
provide a baseline for the similarity measure. These
reference contexts were chosen based on the following
criteria:

1. The probability (P) of a particular context occur-
ring for a predetermined duration: the higher P,
the more likely the context will be a candidate for
a reference context.

2. Reference contexts must be sufficiently dissimi-
lar so that the services provided to the user are of
differing natures (it is necessary to determine a
minimal threshold of semantic similarity (S)).

3. Reference contexts should not be chosen in rela-
tion to the user’s emotional or physiological state

(e.g., happy, sad, thirsty, hungry) because these
conditions cannot be captured accurately.

Studies on contextual models have shown that a
user’s location, identity, time, and activity are the
most important parameters determining the type of ser-
vice to provide [6,39]. According to this categoriza-
tion and to meet the criteria mentioned previously,
user location-based reference contexts were chosen. A
user’s location can be determined accurately. Environ-
mental, system, and user information is susceptible to
change depending on the user’s location; to provide the
appropriate service, these location-induced changes
must thus be taken into account. Furthermore, the user
periodically occupies well-defined locations, such as
“at home” (nighttime), “at work”, or “at school” (day-
time). As a first step, the following three locations were
chosen as reference contexts:

1. at home
2. at school
3. in transit

Note that this list is merely preliminary and may be
incremented each time a new context meets the pre-
defined selection criteria and is sufficiently dissimilar
from other contexts.

4.1. Context variable

The data set that characterizes a context is col-
lected from several sources of information, for exam-
ple, physical sensors in the environment, intelligent de-
vices, virtual sensors, Internet access, or even telecom-
munication service providers; this information is thus
very heterogeneous.

In accordance with several previous studies that
have addressed the classification of contextual infor-



AUTHOR  C
OPY

D. Guessoum et al. / A measure of semantic similarity between a reference context and a current context 701

Fig. 1. Classification of context variables.

mation [14,23], the present study adopted the follow-
ing three categories (Fig. 1):

1. Quantitative variables are expressed in scalar or
vector form (i.e., temperature, latitude, longi-
tude, altitude).

2. Quantifiable variables are expressed in qualita-
tive or ordinal form (i.e., large, small, first, sec-
ond). Quantification is the interpretation of qual-
ity in terms of the quantity or projection of an
ordinal variable in a metric space; for example,
“hot” ↔ T > 30 °C and “first” are projected on
a linear axis, in which case “second” directly fol-
lows “first.”

3. Categorical variables are not quantifiable. Vari-
ables of this type are described as a set of char-
acteristics (e.g., standing, sitting).

5. Semantic similarity measures

5.1. A measure of semantic similarity between a
current context and a reference context

Because of the heterogenous character of both the
collected information and the context variables, a se-
ries of partial semantic similarity measures must be ap-
plied; these partial measures are applied to variables
of the same type. Therefore, the measure of overall se-

mantic similarity between the current context and the
reference contexts is the weighted sum of these partial
measures.

Let two contexts – Cr (reference context) and Cc
(current context) – be defined by n scalar/vector vari-
ables and m categorical variables:

{
Cr = {Vrs1, Vrs2, . . . Vrsn, Vrc1, Vrc2, . . . Vrcm}
Cc = {Vs1, Vs2, . . . Vsn, Vc1, Vc2, . . . Vcm}

(1)

where Vrsi is the scalar/vector variable and Vrci is the
categorical variable of the reference context; Vsi is the
scalar/vector variable and Vci is the categorical vari-
able of the current context.

Based on the assumption that “two contexts are sim-
ilar if the context variables of the same type that char-
acterize them are similar,” defining the semantic sim-
ilarity between these two contexts involves determin-
ing the similarity between variables of the same type –
weighted according to their contribution to the charac-
terization of the reference context – for both contexts.

5.2. Weighting of contextual variables

In the literature, the weight of a set of categorical
variables is inversely proportional to the number of
those variables [4] (Overlap measure, Eskin measure,
IOF, OF, etc.). The weighting, which is thus identical
for all categorical variables, fails to identify each cat-
egorical variable’s actual contribution to the semantic
similarity measure. Existing measures that account for
multiple values of a contextual variable, such as the
methods proposed by Smirnov [35] and Gambaryan
[12], suffer from the same problem.

Moreover, the total number of attributes for this
variable affects these two methods. For example, the
attributes “sleeping,” “walking,” “sitting,” and “stand-
ing” of the categorical mobility variable (MB) charac-
terize the reference context of “home” (n = 4), which
can take the following attributes: “sleeping,” “walk-
ing,” “sitting,” “standing,” and “running” (nt = 5).

The weight assigned to each context variable must
indicate the contribution of this variable to the char-
acterization of the reference context. Therefore, the
more restrictive the value (fewer choices) characteriz-
ing the context, the more informative is the variable; it
must therefore carry more weight. Consequently, this
weighting must not be static and must vary according
to context.
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Fig. 2. Weighting of the contextual variables.

For a variable Vrsi/Vrci of the reference context
Cr – which can take nt values, but only n (n � nt) of
these values characterize the particular reference con-
text – the weight wi of the context variable is given as
follows:

wi = ( 1
no

. nt
n )i∑N

i=1 .( 1
no

. nt
n )i

(2)

Note:
n∑

i=1

wi = 1 (3)

where N is the total number of contextual variables,
and no is the number of occurrences of the attribute i
of the current context in all reference contexts.

Equation (2) and Fig. 2 shows that the weight of a
context variable is proportional to the ratio ( nt

n ) of the
total number of attributes allowed for a contextual vari-
able to the number of attributes characterizing a refer-
ence context; this weight is inversely proportional to
the number of occurrences of the attribute i of the cur-
rent context in all reference contexts no.

5.3. Measures of semantic similarity between
quantitative and quantifiable variables

The measure of semantic similarity between two
quantities is linked to the measurement of the distance
between them in a projected space with identical di-

mensions. For the distance to have a semantic mean-
ing, the quantities must represent a concept, gener-
ally specified as an interval (e.g., nighttime = [7 p.m.,
6 a.m.]), low bandwidth = [0 kB/s, 128 kB/s]). Mea-
suring the semantic similarity between a quantity in
the current context and a quantity of the same type in
the reference context involves measuring its distance
to the interval.

Let Vs and Vrs – two quantities of the same type
(except for their location coordinates) – belong to the
current context and the reference context as defined in
Eq. (1).

If the interval limited by (Vrsmin, Vrsmax) represents
a concept (“warm”, “hot”, etc.) in the reference con-
text, then the distance to the current context variables
Vs and Vrs of the same type is as follows:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

d(Vs, Vrs) = 0

if Vrsmin � Vs � Vrsmax

d(Vs, Vrs) = (Vrsmin − Vs)

if Vs < Vrsmin

d(Vs, Vrs) = (Vs − Vrsmax)

if Vs > Vrsmax

(4)

Furthermore, the semantic similarity between Vs
and Vrs is the following:

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Sim(Vs, Vrs) = 1

if Vrsmin � Vs � Vrsmax

Sim(Vs, Vrs) = 1
1+d(Vs,Vrs)

otherwise

(5)

Example. If a “warm” temperature is defined as T ∈
[20 °C, 30 °C], then T1 = 20 °C is more similar to T =
25 °C than to T2 = 18 °C, even though the distance
between them would indicate the inverse (Fig. 3).

Thus, from Eq. (4),

Tmin = 20 °C < Vs1 = T1 = 25 °C < Tmax = 30 °C

Vrsmin � Vs1 � Vrsmax ⇒
{

d(Vs, Vrs) = 0

Sim(Vs, Vrs) = 1

Vs2 = T2 = 18 °C < Tmin = 20 °C

Vs2 < Vrsmin

⇒
{

d(Vs, Vrs)= (Vrsmin − Vs)= 20 − 18 = 2

Sim(Vs, Vrs)= 1
1+d(Vs,Vrs) = 1

1+2 = 1
3
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Fig. 3. Scalar variable for temperature.

If the variable Vrs of the reference context relates to
geographical coordinates limited by (Vrsmin, Vrsmax)
in three dimensions, then the semantic similarity be-
tween Vs and Vrs is

{
Sim(Vs, Vrs) = 1 if Vrsmin � Vs � Vrsmax

0 otherwise

(6)

For all quantitative variables, the overall similarity
Sim(Vs, Vrs) between the current context and the ref-
erence context is thus

Sim(Vs, Vrs) =
N∑
1

wiSim(Vsi, Vrsi) (7)

where N is the total number of quantitative variables.

5.4. Measures of semantic similarity between
categorical variables

The measure of semantic similarity between cate-
gorical variables aims to quantify the intrinsic charac-
teristics shared by these variables. A characteristic is
intrinsic to an object when it defines the nature of the
object and cannot be separated from it.

Each reference context Cr is characterized by a set
of categorical variables.

Let

Vci = {Car} = {Car1, Car2 . . . Carn}
be one such variable.

To determine the semantic similarity between the
categorical variable of the current context Vci and the
categorical variable of the reference context Vrci of
the same type, the overlap measure [36] was chosen
because it is simple to implement for equipment with
limited resources such as a smartphone, see Eq. (8).

Sim(Vci, Vrci) =
{

1 k �= 0

0 k = 0
(8)

where k is the number of common attributes shared by
Vci and Vrci.

For all categorical variables, the overall similarity
Sim(Vc, Vrc) between the current context and the ref-
erence context is thus

Sim(Vc, Vrc) =
N∑
1

wiSim(Vci, Vrci) (9)

where N is the total number of categorical variables.

5.5. Overall semantic similarity

The overall semantic similarity between the current
context Cc and the reference context Cr is as follows:

Sim(Cc, Cr)

= (Sim(Vsi, Vrsi) + Sim(Vci, Vrci))/2 (10)

where Sim(Vsi, Vrsi) is the semantic similarity be-
tween the ith variable (quantitative or quantifiable) in
the reference context Cr and the ith variable of the
same type in the current context Cc, and Sim(Vci, Vrci)

is the semantic similarity between the ith variable (cat-
egorical) in the reference context Cr and the ith vari-
able of the same type in the current context Cc.

Sim(Cc, Cr) ∈ [0, 1]

6. Case study

To provide an example of an application and to il-
lustrate the weighting of the contextual variables, the
measure of semantic similarity between a current con-
text Cc and reference context Cr was applied to the data
set.1

This data set consists of feature files for 43 dif-
ferent recording sessions. In each recording session
the same user – carrying a mobile phone, sensor box,
and laptop computer – was commuting from home
to the workplace or vice-versa. During the commute
the user walked, used some kind of public transporta-
tion (bus or Metro), and sometimes drove a car. Occa-
sionally, the user took either slightly different or con-
siderably different routes/modes of transport. During
the session, triaxial acceleration sensors recorded at-
mospheric pressure, temperature, humidity, etc. Am-
bient audio levels were recorded on a laptop com-

1The data set NokiaContextData, obtained from the Institut
für Pervasive Computing (Johannes Kepler University Linz, Aus-
tria), is available at http://www.pervasive.jku.at/Research/Context_
Database/.

http://www.pervasive.jku.at/Research/Context_Database/
http://www.pervasive.jku.at/Research/Context_Database/
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Table 2

Attributes of contextual variables by location

Contextual variable Current context Reference context by location
Number of attributes characterizing the reference context (n)

Total number of attributes (nt)

Location 0 Location 1 Location 2 Location 3

Day Name 2 (1.2.3.4) (1.2) (1.2.3.4) (1.2) 7

Day Date 4 (3.4.5.6.10) (3.4.10) (4.5.6.10) (4.10) 31

Day Period 4 (2.4) (2.4) (2) (2) 4

Temperature 9 (4.5.6.7.8.9) (4.5.6.7.8.6) (4.5.6.7.8.9) (8.9) 10

Relative Humidity 5 (1.2.3.4.5.6.7) (1.2.3.4.5.6.7.8) (1.2.3.4.5.6.7.8.9) (6.9) 10

Pressure 10 (1.2.3.5.6.7.8.9.10) (1.2.3.8.9.10) (1.2.3.4.5.7.8.9.10) (9.10) 10

User Activity 6 (1.3.4.5.6) (1.2.3.4.5.6) (1.2.3.4.5.6) (3.4) 6

Average Audio Level 1 (1.2.3.4) (1.2.3.4) (1.2.3.4) (3.4) 5

Note: Contextual variable names were taken from and are identical to the original data set.

puter equipped with a microphone and a sound card.
On the mobile phone, changes in the user’s loca-
tion were recorded in the form of a Cell ID and a
location area code obtained through the GSM net-
work.

Five sessions were randomly selected, with each
session characterized by the following contextual vari-
ables: categorical variables (Day Name (Saturday,
Sunday. . . (1–7)), Day Period (night, morning, after-
noon, evening (1–4)), User Activity (1–6)), quantita-
tive variable (Day Date (1–31), Temperature (1–10),
Relative Humidity (1–10), Pressure (1–10), Average
Audio Level (1–5)).

These five selected sessions included seven different
locations; several hundred values of contextual vari-
ables were recorded at each location.

To show the relevance of the weighted calculation,
a current context was selected based on the record-
ings characterizing “Location 0.” Results from four
locations (Loc. 0, Loc. 1, Loc. 2, and Loc. 3) were
compared (Table 2). Table 2, far right column, shows
the total number of values that a context variable can
take (nt); the “Reference context by location” columns
show the contextual variable values (n) characteriz-
ing each location (reference context). The column la-
beled “Current context” contains the current value of
the contextual variable.

The values of the categorical context variables were
then modified (Day Name, Day Period, and User Ac-
tivity) to show the effect of weighting these variables
(Table 4).

The following semantic similarity algorithm was ap-
plied:

Step 1. Determine the weight of the contextual vari-
ables (wDN, wDD, wT, wH, wA, wP, wsDP, wsAct), see
Table 3.

Table 3

Overall semantic similarity

Overall
Similarity
w = 1/d

Overall
Similarity

w = 1∑d
k=1 nk

Overall Similarity

w = ( 1
no

. nt
n )∑N

i=1 .( 1
no

. nt
n )

New location-
Location 0

1 0.268 1

New location-
Location 1

0.9 0.175 0.935

New location-
Location 2

0.833 0.203 0.646

New location-
Location 3

0.466 0.450 0.4

wi = ( 1
no

. nt
n )i∑N

i=1 .( 1
no

. nt
n )i

Step 2. For every reference context, determine the se-
mantic similarity with the current context between the
context variables of the same type.

For the reference context “Location 0,” measure
the semantic similarity between quantitative or quan-
tifiable variables (Day Date, Temperature, Relative
Humidity, Pressure, and Average Audio Level), see
Eq. (7).

Similarly, measure the semantic similarity between
categorical variables (Day Name, Day Period, User
Activity), see Eq. (9).

Because the data set does not contain discrete val-
ues, the similarity between the quantitative and cate-
gorical variables is calculated by measuring the over-
lap [36], see Eq. (8).

Step 3. Calculate the overall semantic similarity,
Eq. (10).

Table 3 shows that good agreement can be achieved
with the proposed weighted method by using w = 1

d
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Table 4

Weight of contextual variables by location

Context Categorical variable w = 1
d

(Overlap, Eskin, IOF, OF,
Burnaby, Goodall1, 2, 3, 4) [4]

w = 1∑d
k=1 nk

(Smirnov, Gambaryan) [4]

w = ( 1
no

. nt
n )∑N

i=1 .( 1
no

. nt
n )

(Proposed method)

Loc. 0 Day Name 0.333 0.125 0.714

Day Period 0.333 0.125 0.178

User Activity 0.333 0.125 0.107

Loc. 1 Day Name 0.333 0.111 0.727

Day Period 0.333 0.111 0.181

User Activity 0.333 0.111 0.090

Loc. 2 Day Name 0.333 1 0.727

Day Period 0.333 0.5 0.181

User Activity 0.333 0.6 0.090

Loc. 3 Day Name 0.333 0.125 0.714

Day Period 0.333 0.125 0.178

User Activity 0.333 0.125 0.107

The number of contextual variables is denoted by d, and nk is the number of attributes allowed for each contextual variable.

(Overlap, Eskin, IOF, OF, Burnaby, Goodall1, 2, 3, 4)
[8]) to measure the semantic similarity. To show the
effect of the proposed weighting method, we modified
the number of occurrences no and the ratio ( nt

n ) of the
categorical context variables (Day Name, Day Period,
and User Activity) as follows:

Day Name (no = 1, nt
n = 2)

Day Period (no = 4, nt
n = 2)

User Activity (no = 4, nt
n = 1 and nt

n = 1.2)

In accordance with these values, The “Day Name”
variable must have a more significant weight than ei-
ther the “Day Period” or the “User Activity” variable.

Table 4 shows that the most significant contextual
variable (Day Name) has a weight that corresponds to
its significance and that the other contextual variables
are weighted lower.

These results suggest that the proposed approach is
applicable to measuring the importance of contextual
variables and to providing a true assessment of the con-
tribution of each individual variable while remaining
simple to implement (thanks to the Overlap measure)
with resource-limited equipment such as smartphones.

Figure 4 shows the dynamic character of the pro-
posed approach to calculating the weight w in compar-
ison with most approaches advocated in the literature
(w = 1/d = 1/3 et w = 1∑d

k=1 nk
= 1/8). The pro-

posed approach relies on the number of occurrences of
the contextual variable in all reference contexts as well
as on the ratio ( nt

n ). This ratio increases with a decreas-
ing number (n) of attributes characterizing a categori-
cal variable.

Fig. 4. Weight changes according to no and nt/n.

7. Conclusion

Based on a simple measure of semantic similarity,
the proposed weighting method was used as a mech-
anism for service adaptation in a pervasive computing
system by defining a type of context known as a “ref-
erence context” to serve as a basis of comparison with
the current context.

The proposed methodology – despite its simplic-
ity – is very intuitive and provides a realistic model
for weighting the contextual variables of the semantic
similarity measure in a pervasive computing system.
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However, the criteria for selecting the reference con-
texts may be improved to achieve more flexible and
more dynamic guidelines and to include several types
of context. It would therefore be useful to formulate
the definition of partial reference contexts within the
global reference context, (e.g., “school” as the global
reference context and “library,” “classroom,” etc., as
partial reference contexts).

The selection of variables that define a context in
general should be revised, as should the selection of
variables and attributes characterizing a reference con-
text.

The proposed weighting method is applicable to our
case only. Further research is needed to arrive at con-
clusions that generalize to other applications in other
areas.
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