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Abstract- Today, technology allows us to produce extensive multimodal systems which are totally under human control. These systems are equipped with multimodal interfaces, which enable more natural and more efficient interaction between man and machine. End users can take advantage of natural modalities (e.g. audio, eye gaze, speech, gestures, etc.) to communicate or exchange information with applications. In this work, we assume that a number of these modalities are available to the user. In this paper, we present a prototype of a multimodal architecture, and show how modality selection and fission algorithms are implemented in such a system. We use a pattern technique to divide a complex command into elementary subtasks and select suitable modalities for each of them. We integrate a context-based method using a Bayesian network to resolve ambiguous or uncertain situations.

Index terms: Multimodality, Ontology, Bayesian Network, Pattern, User Interface, Multimodal Fission.
I. INTRODUCTION

Computer systems are born of scientific needs, but they owe their success to general public use. This has motivated researchers to develop systems that meet the needs of users and to target use of these systems on a large scale. Current technological advances are leading to the design of ever more powerful machines which are increasingly easy to use. These machines should be capable of interacting with users in a harmonious way, but this is only possible if they are able to understand human communication in many of its natural modalities, such as speech, gestures, eye gaze, and facial expressions. Inspired by these communication modalities, multimodal systems are developed to combine a number of them, depending on the task at hand, on user preferences, and on the user’s intentions.

These systems represent a remarkable deviation from conventional systems with their standard human-machine interface modalities, such as windows icons, for example, as they provide the user with more natural means of interaction, which are both flexible and portable.

A multimodal system has two crucial components: the fusion process and the fission process. In fusion [1] two distinct data modalities are combined; for example, data modalities, such as a mouse and speech [2]. In fission, by contrast, a complex command is divided into elementary subtasks, which are presented as elementary output modalities.

In our work here, we focus on: 1) the services connected to the output, that is, multimodal fission; and 2) the creation of a multimodal interaction system. The objective is to develop a flexible multimodal system, capable of manipulating more than two modalities that can interact with more than one application. The approach consists of designing modules that detect the modalities involved, take into account the parameters of each modality, and perform the fission of the modalities in order to obtain the corresponding action to be undertaken. The rest of this paper is organized as follows. Section II discusses work that is related to ours. Section III describes our research issue. Section IV presents the various components of the proposed architecture. Section V discusses modality selection and the fission algorithm. Section VI presents the implementation of the prototype. The paper is concluded in section VII.
II. RELATED WORK

In the context of human-machine and human-human communication, modality refers to the path or channel by which human and machine interact. Multimodality improves the recognition and comprehension of the commands emanating from the environment (user, robot, etc.) by the machines. A system that combines many modalities dynamically in both input and output is called a multimodal system. “Multimodal systems are generally intended to deliver natural and efficient interaction, but it turns out that there are several specific advantages of multimodality” [3]. The first multimodal system was created in 1980 by Richard Bolt, “Put-That-There” [4]. This system, equipped with a microphone and a touchscreen, made it possible to move or change the display of objects on the screen, and accommodate voice commands accompanied by pointing on a touchscreen.

Since Bolt published his work, academia has provided prototypes and systems that offer a variety of multimodal interaction techniques. These systems are a particularly effective solution for users who can’t use a keyboard or a mouse, visually impaired users, users equipped with mobile devices, handicapped users, etc.

Most current multimodal systems address a very specific technical problem, such as media synchronization [5], or they are dedicated to very specific modalities [6], [7], [8] and [9]. The system presented in [2] is a multimodal system designed for blind users, which allows them to read through Braille mathematical formulas. This system combines a keyboard and voice for input and Braille and audio for the output. The system presented in [27] use Kinect based multimodal gesture recognition, exploiting multiple audio and visual modalities.

In [10], the authors present an efficient multimodal system (RISCOM) which can be used in the case of a disaster. The system sends information on a mobile device in the form of maps to indicate the location of safe havens in a natural disaster. It uses display, audio, and text message modalities, is easy to use, and provides instant access to the information. By integrating multiple modalities, this system is a very effective way to deliver emergency services in critical situations, which can help save lives.

The prototype presented in [11] is equipped with a speaker, a video-camera, a microphone, a touchscreen, a graphical user interface, and a talking head. It is a multimodal kiosk with a user
interface which accommodates touch, natural speech input, and head and hand gestures, and can also be used by those who are physically challenged [11].

PIXELTONE [12] is a multimodal photo editing system. The user speaks to edit images, instead of hunting through menus.

However, most research in multimodal systems is focusing more on the fusion process [13] than the fission process [14] [15] [16], in spite of the fact that the fission module is a critical component of multimodal systems. As these authors put it, “There isn’t much research done on the fission of output modalities, because most applications use few different output modalities, therefore simple and direct output mechanisms are often used” [13]. Also supporting our viewpoint are [17]: “Multimodal fission is a research topic that is not often addressed in the scientific community.”. In the few cases where the fission process is presented, the systems are very simple [18] and the user is limited to some predefined instructions.

In this paper, we propose a new methodological solution in which an architecture is modeled that facilitates the work of the fission process. We do this by defining an ontology that contains different applicable scenarios and describes the environment in which the multimodal system exists. We then implement this architecture in a real application.

III. CHALLENGES AND PROPOSED SOLUTION

Our objective is to develop an expert system capable of providing services to different multimodal applications. The main goal is to create a multimodal fission system capable of understanding a complex command from the environment, particularly from the user. In order to achieve this, a complete semantic modeling of the environment is required. The task of this system is to divide a complex command into elementary subtasks and present them to the output modalities.

To achieve this goal, we list the main challenges that need to be addressed in developing our system, along with our proposed solutions:
1. What are the modules required to design the architecture of a multimodal fission system? Here, we will specify, define, and develop all the necessary components of the system;

2. How will we represent the multimodal information? We will model the environment semantically, and create a context-sensitive architecture that is able to: 1) manage multiple distributed modules; and 2) automatically adapt to the dynamic changes of the interaction context (user, environment, system);

3. How will we perform the fission process? We will introduce an algorithm that describes the fission mechanism, including the rules of fission and the rules for selecting the output modalities;

4. How will the system manage uncertain or ambiguous data in the fission process? We will introduce a new, context-based method using a Bayesian network (BN) to resolve the uncertainty problem during the fission process in a multimodal system;

5. What is the optimal representation of the environment in our architecture? The optimal representation is a solution based on an ontology, which we will adopt. The modalities, scenarios, and objects, along with their characteristics, are stored in the ontology that describes the relationship between them.

We present these challenges summary form only in this paper. For more details, please refer to [19], [20], and [21].

IV. COMPONENTS OF MULTIMODAL FISSION SYSTEM

The objective of multimodal fission is to move from an independent presentation of modalities to a coordinated and coherent multimodal presentation. A general schema of a fission process is presented in Figure 1. The process consists of three main modules: Modalities Selection, Fission, and Subtasks-Modalities Association. These modules are explained briefly in the next sections.
a. MODALITIES SELECTION
This module plays an important role, as it is here that the appropriate modalities are selected according to the context. The context is defined by three essential components [19]:

User context: This component gives the user profile and its location. It makes it possible to determine the capability of the user to use certain modalities. For instance, if the user is blind, the display modality will be disabled.

Environmental context: This component obtains information from sensors installed in the user/machine environment. It detects changes in that environment and adjusts the selection of modalities based on these changes. For example, if the system detects that the environment is becoming too noisy, the audio modality is disabled.

System context: This component detects the computing device that the user is currently using, as well as the important parameters of the computing resource, such as the currently available bandwidth, the network to which the computer is connected, the computer’s available memory, the specifications of the battery, and the type of processor and its activities.

b. FISSION
This module takes as input the complex command and as output the elementary subtasks. It is the crucial component in our architecture, with the role of dividing a complex command into elementary subtasks.

The fission process is based on the use of the pattern fission technique [20]. These patterns are generally defined as having two parts: problem and solution (Figure 2).
These patterns are stored in an ontology. A simple example of a pattern is shown in Figure 3.

The system sends a query with the problem parameters to find the matching pattern fission in the ontology.

c. SUBTASKS-MODALITIES ASSOCIATION

This module takes as input the elementary subtasks and the available modalities, and as output a set of subtasks associated with the appropriate modality or modalities. The goal with this module is to associate each subtask generated by the fission module with the appropriate and available modality or modalities. We also use patterns in this part as predefined models that describe the selected modality or modalities. In our work, a modality pattern is defined by: a) a problem composed of the components application, parameter, priority, combination, scenario, and service; and b) a solution composed of the selected modality or modalities. For more details regarding scenario selection and modality selection, see [19].

d. BAYESIAN NETWORK
During the fission process, the system might face ambiguity or uncertainty. To overcome this problem, we use a context-based Bayesian network (BN). “A BN provides a mechanism for graphical representation of uncertain knowledge and for inferring high-level activities from the observed data. Specifically, a BN consists of nodes and arcs connected together forming a directed acyclic graph. Each node can be viewed as a domain variable that can take either a set of discrete values or a continuous value. An arc represents a probabilistic dependency between the parent node and the child node” [23].

We represent our adaptation of the BN with context information (time, user status, temperature, location, etc.) with the following equation:

\[
\text{Con}_i \rightarrow (\text{C}_j, \text{P}_j), i = 1, \ldots, n
\]

where \( n \) and \( m \) represent the number of contexts and the number of ambiguous concepts respectively, \( \text{Con} = \text{context} \), \( \text{C} = \text{concept} \), and \( \text{P} = \text{probability} \). The arrow represents the relation between context and concept. Each context is connected to one or more concepts with a corresponding probability. We choose the most probable concept by calculating the probabilities of each concept using the following equation:

\[
P(C|\text{Con}) = \frac{P(\text{Con}|C)P(C)}{P(\text{Con})}
\]

\( \text{Con} = \text{con}_1, \text{con}_2 \ldots, \text{con}_n \)

Where:

- \( P(C|\text{Con}) \) : a posteriori probability;
- \( P(\text{Con}|C) \) : likelihood;
- \( P(\text{Con}) \) : evidence;
- \( P(C) \) : a priori probability.

e. ONTOLOGY

We use an ontology [25] to model the environment. As shown in Figure 4, the environment is composed of the following classes [19]:
The Modality Class represents the possible modalities present in the environment. It contains the subclasses vocal, visual, gestural, tactile, and manual.

The Context Class represents the interaction context [26] containing the user context, environmental context, system context, and location.

The Event Class contains the four subclasses that can form a command, and their possible combinations:

- Action subclass: the verbs that the command can contain;
- Location subclass: the locations that we can find in a command;
- Object subclass: the various objects that we can use;
- Person subclass: the relations that exist between individuals.

Figure 4. The classes of the ontology.

The Model Class contains 30 subclasses (Model01 to model30), and allows us to validate the meaning and the grammar of a command. We have defined several models, each of which includes two or more subclasses of the Event class in a predefined order. For instance, the model of the command, “Put the ball on the table,” is Action→Object→Location.

The Pattern Fission Class contains 15 subclasses (Pattern_F01 to Pattern_F15), and describes various scenarios that are saved as patterns. They are mainly composed of two parts: problem and solution, as described briefly in section 4.b and in detail in [20].

The Pattern Modality Class contains 10 subclasses: Pattern_M01 to Pattern_M10, and allows the selection of the appropriate modalities for a given subtask.
The Bayesian Network Class contains 7 subclasses (BN01 to BN07), and defines the possible BNs in the case of ambiguity or an uncertain situation. These subclasses are modeled in the ontology.

V. MODALITIES SELECTION AND FISSION ALGORITHMS

In this section, we present the algorithm for every module presented in Figure 1. Figure 5 shows modality selection algorithm. Once the environment has been modeled and a set of contexts defined, these contexts become the parameters that affect modality selection. There are four types of context: environment, user, location, and system. When an event is detected, the system receives information from sensors and looks for correspondence between the data received from the environment and those of the ontology. If contexts are verified, then the modality is enabled; otherwise it is disabled.
Figure 6 describes the steps involved in the fission process. In this diagram, a numbers of commands n serve as an input to the system. The steps undertaken are as follow:

Step-1: the system extracts every word from the command.

Step-2: for every word, the vocabulary stored in the Vocab ontology is checked.

Step-3: vocab_i is extracted from each word_i. The extracted words are then concatenated in the same order as in the original command. In this way, the model of the command is obtained.

Step-4: a query is sent to the Grammar Model ontology to look for the model.

Step-5: if the model is found, we proceed with step 7 otherwise we proceed with step 6.
Step-6: the command is not valid and a feedback is sent to the user.

Step-7: a query is sent to find a matching pattern fission from predefined patterns stored in the Pattern Fission ontology. The system compares the query with all the pattern fission problems stored (in the ontology) until it finds a match. Then the pattern fission solution is returned.

Step-8: if no matching pattern is found, a feedback is sent to the user.

Step-9: every subtask is associated with the appropriate and available modality or modalities. This is done by sending a query to find the matching pattern modality.

Figure 6. Stages of fission process.
VI. PROTOTYPE’S IMPLEMENTATION

The prototype focuses on multimodal fission, the main idea behind this work. We are interested in the selection of modalities and the fission process, so that the system will be able to understand the commands sent by the user and adapt to any change in the environment.

We used the JAVA programming language to implement the four modules in our system (Figure 7), and we used four computers connected to the Internet to implement it. Table 1 describes each computer and the module it contains.

<table>
<thead>
<tr>
<th>Computer</th>
<th>specifications</th>
<th>Module</th>
</tr>
</thead>
</table>
| A        | Operating System: XP  
Internet Connection: WIFI  
IP Address: 192.168.2.100  
Processor: Xeon (TM) CPU 3.40 GHz | GPS Application |
| B        | Operating System: Win7  
Internet Connection: file  
IP Address: 192.168.2.42  
Processor: Intel® Core (TM) 2 CPU 1.67 GHz | Robot Application |
| C        | Operating System: Win7  
Internet Connection: file  
IP Address: 192.168.2.42  
Processor: Intel® Core (TM) 2 CPU 1.67 GHz | Fission |
| D        | Operating System: XP  
Internet Connection: file  
IP Address: 192.168.2.68  
Processor: Intel® Core (TM) 2 CPU 1.67 GHz | Ontology |

As shown in Figure 7, stage (1) consists of sending xml files from user 1 (computer A) or user 2 (computer B) to the computer that contains the fission module, in our case computer D. This module receives files – stage (2) – and extracts the complex command. In stages (3), (4), (5), and (6), the fission module interacts with the ontology (computer C) to divide the complex command into elementary subtasks associated with the appropriate modalities. Once the fission process is completed, the system sends the result to the appropriate application – stage (7) – and the result is presented to the user in stage (8).
The files are transferred from one module to another using the Socket class implemented in Java [20]. Two graphic interfaces are created for the implementation of the prototype: robot control interface (Figure 8, corresponding to B in Figure 7) and GPS interface (Figure 9, corresponding to A in Figure 7). The robot interface is used to validate our fission module and the GPS interface is used to validate the BN with the context in the case of ambiguity or uncertainty.

a. ROBOT CONTROL INTERFACE
This interface is made up of five components: modalities, context, command, elementary subtasks, and actual execution.
The component context affects the selection of the modalities. Normally, contextual information is captured from sensors installed in the environment. In our simulations, the system randomly generates different values (Figure 8). Suppose we have the following information:

- the level of the noise is high;
- the level of brightness is good;
- the temperature is 19 °C;
- the bandwidth is good;
- the user is not physically challenged.

As the level of noise is high, the context will affect only the audio modalities. In the command component, the command chosen by the user to be executed is “Move the circle to (205, 175).” When the user clicks on “Start”, an XML file containing the complex command is created and sent to the Fission module, which is located in computer D. The system follows the steps of the algorithm presented in section 5. The result of the command is presented in the elementary subtasks component: {Move to the circle at position (152, 58), Take the circle, Move the circle to position (205, 175), and Drop the circle}. Finally, the actual execution component represents the subtask that the system is in the process of executing and the appropriate modalities associated with the subtask. In our example, the results are:

- Subtask: move the circle (152, 58)
- Modalities: {mobility mechanism, Screen, printer}
b. GPS INTERFACE

This interface is implemented to illustrate the use of BN with the context. As shown in Figure 9 (a), the main interface is composed of two components: Context and Command. For the Context component, we used time, actual location, user status, and temperature. The values of these contexts are chosen randomly by the system (Table 2).

Let us say that the command entered by the user is “I want to go to Montreal.” When the user clicks on “Start”, the fission process begins. In this case, “Montreal” has many meanings in the ontology. This puts us in an uncertain situation.
Table 2 Context’s parameters.

<table>
<thead>
<tr>
<th>Context</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>12:45</td>
</tr>
<tr>
<td>Actual location</td>
<td>Montreal</td>
</tr>
<tr>
<td>User status</td>
<td>Hungry</td>
</tr>
<tr>
<td>temperature</td>
<td>22</td>
</tr>
</tbody>
</table>

Figure 9 (b) shows the detection of the uncertain case {City, Restaurant, Street}. When we click on Decision Process, the system uses equation (2) and the algorithm presented in [19] to choose the best situation according to the context. The decision taken is shown in Figure 9 (c): Restaurant is the most probable request. The more contextual parameters we add, the more accurate the result will be.

Figure 9. GPS interfaces.
VII. CONCLUSION

In this paper, we presented a very useful architecture for a fission system which allows multimodal interaction. In this interaction architecture, several natural input/output modalities (speech, pen, touch, hand gesture, eye gaze, and head and body movements) can be considered. We have shown how abstract concepts, such as: i) a fission process using a pattern technique; and ii) a context-based method using a Bayesian network, can be used to develop applications. We implemented two real applications to validate our approach, and showed that the proposed solution is applicable in a real environment. We presented two interfaces: 1) a robot control interface, which is implemented to validate the fission process using the pattern technique stored in the ontology, and 2) a GPS interface, which is implemented to validate the context in a case of uncertainly or ambiguity.
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